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Seq, ChiP-Seq, HiC
Microscopy & remote 
sensing- molecular 
interactions and life-cycles in 
single, live cells
Large scale perturbation 
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We work on the methods in 
statistical computing, 
integrative bioinformatics and 
mathematical modelling to 
turn these data into biology.



Gene expression
• Statistics - differential expression; alternative exon usage
• 3D structure of DNA (HiC & Co.)
• Single-cell transcriptomics and noise
Simon Anders, Aleksandra Pekoswka, Alejandro Reyes, Jan Swedlow; Tibor Pakozdi
collaborations with L. Steinmetz, P. Bertone, E. Furlong, T. Hiiragi 

Cancer Genomics & Precision Oncology
• Somatic mutation detection (incl subclonal) 
• Phylogeny inference 
Julian Gehring, Paul Pyl
collaborations with C.v.Kalle/M.Schmid, H. Glimm (NCT); J. Korbel

Genetic Interactions, pharmacogenetics (reverse genetics)
• Large-scale combinatorial RNAi & automated microscopy phenotyping
• Cancer mutations & drugs
Joseph Barry, Bernd Fischer, Felix Klein, Malgorzata Oles 
collaborations with M.Boutros (DKFZ), T.Zenz (NCT), M. Knop (Uni)

Basics of statistics
• Tools & infrastructure for software ‘publication’
• Teaching 
Bernd Klaus, Andrzej Oles
collaborations M.Morgan (FHCRC), R.Gentleman (Genentech)

Research areas



European Molecular Biology Laboratory 
(EMBL)

European Intergovernmental Research 
Organisation 

n 20 Member States

n Founded in 1974

n Sites in Heidelberg (D), Cambridge (GB), 
Roma (I), Grenoble (F), Hamburg (D)

n ca. 1400 staff  (⊃1100 scientists) 
representing more than 60 nationalities



n Basic research

n Development of  new technologies and instruments

n Technology transfer

n Services to the member states

n Advanced training

EMBL’s five missions
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Biology
Chemistry
Physics 
Mathematics
Informatics

What can you do at EMBL?

www.embl.org/phdprogramme
www.embl.org/postdocs
www.embl.org/jobs

Engineering
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http://www.embl.org/phdprogramme
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Forward genetics
from phenotypes to genes
→ genome-wide association studies
→ sporadic/rare mutations
→ cancer genome sequencing

Reverse genetics
from genes to phenotypes
→ deletion libraries
→ high-throughput RNAi

How do we know which genes do what?
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Reverse genetics: RNA interference

Synthetic phenotype
The phenotype that is seen 
only when two gene products 
are simultaneously inhibited, 
for example, in double mutants 
or using RNAi or drugs.

RNAi also has disadvantages, such as the variability 
and incompleteness of knockdowns and the potential 
nonspecificity of reagents. In addition, whereas classical 
genetic screens can identify alleles that uncover regu-
latory mechanisms, RNAi is purely a loss-of-function  
technique targeting the mature message (TABLE 1). Below, 
we describe general considerations in RNAi screen 
design using examples from different systems.

Design of RNAi screens
Defining the goal. The first step in designing a good 
screen is to have a clear goal, as it will affect the design 
of the overall screen. For example, if the process to be 
analysed is well characterized, a directed screen might 
be designed to find missing components. This was done 
to identify the long sought-after gene encoding vitamin 
K epoxide reductase, an important drug target, by an 
RNAi screen in human cells that was focused on a set 
of genes in a particular chromosomal region9. Another 
goal might be to provide a broad overview of the types 
of genes involved in a less well-understood process, as 
was done in a C. elegans genome-wide screen for genes 
involved in endocytosis10.

Primary screen assay. A robust and specific assay is the 
most important element of a successful RNAi screen. 
Its development is usually the most time-consuming 
aspect, requiring repetitive work and careful attention 
to detail while minor changes in parameters are tested 
and optimized, but the time spent in assay development 
is rewarded in the results of the final screen. 

Like any good genetic screen, an RNAi screen needs 
an assay that is specific for the biological process being 
investigated. Unfortunately, often the ease of the assay is  
inversely proportional to its specificity. Cell lethality 
is probably the easiest phenotype to score, but it does 
not give much information about a gene’s function. By 
contrast, an assay in which the function of synapses is 
directly measured using electrophysiological techniques 
is specific, but also laborious and probably not feasible 
on a genome-wide scale. Often, large-scale RNAi screens 
have to find a compromise between specificity and  
practicality.

Fortunately, there is a rich history of genetic screens 
in C. elegans and Drosophila that can be applied to 
whole-animal RNAi screening. Although some classical 
screens might already have been extensively performed, 
it can still be useful to repeat them using an RNAi screen 
because a different range of hits can be found. In par-
ticular, lethal genes or those with weak effects are often 
missed in classical genetic screens. Because an RNAi 
screen involves identifying which reagents induce the 
phenotype rather than recovery of the mutant, these are 
easy to spot using this approach. 

The range of whole-animal assays that can be used is 
vast. These can be simple visual assays of morphologi-
cal defects, changes in the expression of GFP reporters, 
synthetic phenotypes, sensitivity or resistance to drugs or 
small molecules, or any other assay that gives a repro-
ducible output. Biological processes that are difficult or 
impossible to access in cell culture, such as organ func-
tion or organ formation and behaviour, can be probed 
using whole-animal RNAi screening. Processes that 
occur at the level of single cells are also amenable to 
RNAi screening. 

Cell culture-based screens open up new avenues for 
high-throughput screening and are particularly suit-
able for dissecting basic cellular processes. In contrast 
to whole-animal assays, cell-based phenotypes are 
comparatively reductionist and particular care has to be 
taken to choose the appropriate biological context. The 
simplest cell-based assay is a homogeneous or bulk-cell 
assay, in which the phenotypes of many cells are aver-
aged across each well in a microtitre plate. An example 
of this type of assay is testing for viability by ATP pro-
duction, as measured by the activity of ATP-dependent 
luciferase11,12. At the other extreme are imaging screens, 
in which an image of each well (or spot) is taken and 
then individual cells are scored, potentially with many 
phenotypic descriptors. Time-lapse imaging has recently 
been adapted to RNAi screens, allowing dynamic  
processes such as mitosis to be investigated13. 

Positive and negative controls should be selected to 
develop the primary screen assay in order to achieve high 
signal with the positive controls and low noise with the 
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Figure 1 | Approaches for genome-wide RNAi screens in different organisms. 
Overview of RNAi screening approaches used in different organisms. Long double-
stranded (ds) RNAs are introduced into Caenorhabditis elegans (by ingestion of 
expressing Escherichia coli) or Drosophila cells (by bathing) and are intracellularly 
diced into small-interfering RNAs (siRNAs). This leads to highly efficient knockdown 
because many different siRNAs are generated from each dsRNA. Introduction of 
siRNAs into human (or vertebrate) cells requires transfection. RNAi screens in human 
cells usually require multiple independent siRNAs, either in individual wells or 
delivered as pools. Other methods for human cells include viral transduction of 
hairpin expression constructs or endoribonuclease-derived siRNAs (esiRNAs), 
essentially pool of extracellular diced long dsRNAs. RISC, RNA-induced silencing 
complex; T7, bacteriophage T7 promoter.
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RNAi induced cell morphology phenotypes 
in human cells

with F. Fuchs, C. Budjan, Michael Boutros (DKFZ)

Genomewide RNAi library (Dharmacon, 22k siRNA-pools)

HeLa cells, incubated 48h, then fixed and stained

Microscopy readout: DNA (DAPI), tubulin (Alexa), actin (TRITC)

CD3EAP



siRNA perturbation phenotypes are observed 
by automated microscopy

CEP164 CD3EAP BTDBD3

wt- wt- wt-

22839 wells, 4 images per well
each with DNA, tubulin, actin, 1344 x 1024 pixel at 12 bit



Cell segmentation

PLK3



Cell segmentation

PLK3

Adaptative thresholding + watershed



Cell segmentation

PLK3

Adaptative thresholding + watershed



Cell segmentation

PLK3

Adaptative thresholding + watershed

Voronoi segmentation using an image gradient based metric

R/Bioconductor package EBImage



Segmentation results

Fully automatic on all 88k images

Detailed resolution of  boundaries also for adjacent cells

Would not deal with overlapping cells (multilayer, tissue)



Extracting quantitative cell descriptors

translation and rotation invariant descriptors

• geometry (intensity, size, perimeter, eccentricity…)

• texture (Haralick, Zernike moments…) on each channel

• relative positions, joint distribution moments



Cell classification

using the numeric descriptors

supervised learning, SVM

8 classes and a training set of  ~3000 cells:

Actin Fiber

Big cells

Condensed

Debris

Lamellipodia

Metaphase

Normal

Protrusion



Cell classification



Each siRNA is characterized by its "phenotypic profile"

CEP164

number of   cells 128

average intensity 1054.8

average nuclear intensity 1225.6

average cell size 842.3

average nuclear size 278.7

average eccentricy 0.649

avg. nuclear / cell size 2.91

# AF (actin fibers) 2

# BC (big) 7

# M (mitotic) 15

# LA (lamellipodia) 0

# P (with protrusions) 17

# Z (telophase) 2



How do you measure
distance and similarity

in multidimensional phenotypic
profile space?



Similarity depends on the choice and 
weighting of  descriptors



High-throughput RNAi and automated cellular phenotyping

Segmentation

        g.x        g.y     g.s g.p   g.pdm
 [1,] 123.1391   3.288660  194  67  9.241719
 [2,] 206.7460   9.442248  961 153 20.513190
 [3,] 502.9589   7.616438  219  60  8.286918
 [4,]  20.1919  22.358418 1568 157 22.219461
 [5,] 344.7959  45.501992 2259 233 35.158966
 [6,] 188.2611  50.451863 2711 249 28.732680
 [7,] 269.7996  46.404036 2131 180 26.419631
 [8,] 106.6127  58.364243 1348 143 21.662879
 [9,] 218.5582  77.299007 1913 215 25.724580
[10,]  19.1766  81.840147 1908 209 26.303760
[11,]   6.3558  62.017647  340  68 10.314127
[12,]  58.9873  86.034128 2139 214 27.463158
[13,] 245.1087  94.387405 1048 123 18.280901
[14,] 411.2741 109.198678 2572 225 28.660816
[15,] 167.8151 107.966014 1942 160 24.671533
[16,] 281.7084 121.609892 2871 209 31.577270

Feature 
extraction

Quantitative cell and 
organelle features

RNAi or drug library

multivariate phenotypic 
landscape

Boutros, Bras, Huber, Genome Biol. 2006
Fuchs, Pau et al. Mol. Sys. Biol. 2010
Pau, Fuchs et al. Bioinf. 2010
Neumann et al. Nature 2010
Kuttenkeuler et al. J. Innate Imm. 2010

Axelsson et al. BMC Bioinf. 2011 
Horn et al. Nature Methods 2011
Laufer et al. Nature Methods 2013

Figure 1: Automated phenotyping workflow.
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Genetic interactions



Genetic interactions

                RNAi x RNAi
DNA-mutation x RNAi
DNA-mutation x drug



an example of synthetic lethalityN E W S  A N D  V I E W S
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N E W S  A N D  V I E W S

Although several PARP inhibitors have 
been developed with specificities for inhi-
bition of different PARPs and nonidentical 
mechanisms of action, specificity to PARP 
inhibition does not always correlate with the 
degree of clinical response, suggesting poten-
tial off-target effects. For example, in contrast 
to olaparib and most other PARP inhibitors, 
iniparib does not inhibit PARP’s enzymatic 
activity but rather blocks the interaction of 
PARP with DNA13. The in vitro potency of 
iniparib is also much lower (micromolar 
range) compared to olaparib (low nanomolar 
range), although presumably a more active 
metabolite must exist, as the serum half-life 
of iniparib is very short ( 4 min). Because this 
metabolite has not been conclusively identi-
fied, the in vivo targets of this drug are even 
less clear, although no other targets aside from 
PARP have been reported.

There is a concern for potential long-term 
toxicities from exposure of healthy tissues to 
agents inhibiting DNA repair, such as PARP 
inhibitors, including the induction of second-
ary tumors or leukemias. These issues can be 
crucial, as the agents are developed to cure 
early-stage tumors—through adjuvant and 
 neoadjuvant therapies—and even to reduce 
cancer risk in BRCA1 and BRCA2 mutation 
carriers, who have substantial risk of devel-
oping lethal ovarian, breast and pancreatic 
malignancies. In light of the large number of 
clinical trials ongoing or planned with vari-
ous PARP inhibitors, the answers to many of 
these questions will begin to emerge in the 
near future.

COMPETING FINANCIAL INTERESTS
The authors declare competing financial interests: 
details accompany the full-text HTML version of the 
paper at http://www.nature.com/naturemedicine/.
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response. Loss of the gene encoding the phos-
phatase and tensin homolog (PTEN) is one of 
these candidates, as it seems to confer sensi-
tivity to PARP inhibitors even in wild-type 
BRCA1 and BRCA2 tumor cells, at least in 
in vitro models10. 

In addition, PARP inhibitors may be used 
to treat non-BRCA1 or non-BRCA2 mutated  
tumors if similar or related defects in DNA 
 damage repair response can be identified or if 
DNA damage with specific cytotoxic chemo-
therapeutic agents can be induced when the 
cell’s ability to repair DNA using the PARP 
inhibitor is compromised. Which agents 
would be combined with PARP inhibitors 
with the best therapeutic index (that is, the 
most effective and least toxic) and which bio-
markers would allow selection of those indi-
viduals who would benefit from this treatment 
remain to be determined.

Most tumors eventually escape from PARP 
inhibition, indicating preexisting or induced 
resistance11. A study showed that cells from 
BRCA2 mutation carriers resistant to cispla-
tin and PARP inhibitors have an interesting 
mechanism of resistance that restores wild-
type BRCA2 function by correcting the defect 
in homologous recombination, leading to loss 
of PARP inhibitor sensitivity12. 

Such exciting results have led to the use of 
other PARP inhibitors in clinical trials alone or 
in combination with other chemotherapeutic  
drugs, such as carboplatin and cisplatin, 
gemcitabine, irinotecan and temazolamide, 
in diverse patient populations: individu-
als with BRCA1 and/or BRCA2 mutations, 
triple -negative (negative for estrogen recep-
tor, progesterone receptor, and HER2) breast 
cancer, serous ovarian cancer, glioblastomas 
and pancreatic cancer, among others. A recent 
study showed impressive clinical responses 
in people with triple-negative breast cancer 
treated with a combination of the intravenous 
PARP inhibitor iniparib and carboplatin and 
gemcitabine8,9. Unfortunately, whereas the 
synthetic lethality concept was relatively 
easy to show in BRCA1 and BRCA2 muta-
tion carriers, finding effective and nontoxic 
combinations, bioavailable formulations and 
delivery schedules, and molecular profiles of 
sensitive tumors remains more empiric than 
would be ideal.

Despite the remarkable success of PARP 
inhibitors in early trials, numerous ques-
tions remain unanswered. Not every tumor 
in BRCA mutation carriers responds to 
treatment, suggesting that additional factors 
besides the loss of these genes define  cellular 

BRCA1/2
mutation
carriers

(BRCA1/2+/–)

Normal cell BRCA1/2+/–

Tumor cell BRCA1/2+/–

Tumor cell BRCA1/2–/–

DSB
Active
BRCA1/2

Active
BRCA1/2

Synthetic
lethality

Cell
survival

Resistant
tumor cell

Sensitive
tumor cell

SSB

LOH PARP
inhibitor

PARP
inhibitor

Breast
tumor

Figure 1  Synthetic lethality in tumors from BRCA1 and BRCA2 mutation carriers treated with 
PARP inhibitors. DNA repair pathways are categorized into single and double-strand break–specific 
mechanisms, both of which are further divided into subgroups. PARP inhibitors block the repair of 
single-strand breaks (SSBs), which if left unrepaired are converted to double-strand breaks (DSBs) 
during replication. In normal cells of BRCA1 and BRCA2 mutation carriers (BRCA1/2+/–), these DSB 
lesions are repaired by homologous recombination because one copy of BRCA1 or BRCA2 is sufficient 
for repair proficiency, and the cells remain viable. However, in cells with defective homologous 
recombination, such as tumor cells in BRCA mutation carriers that lost the wild-type copy of BRCA by 
loss of heterozygosity (LOH), double-strand breaks cannot be efficiently repaired, leading to cancer cell 
death and elimination of the tumor. Resistance may arise because of the presence of tumor cells that 
retained a wild-type copy of BRCA or mutations in BRCA or other genes that restore repair proficiency or 
overcome PARP inhibition by other mechanisms.
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Genetic interactions  
  capture nonlinearity of a system

Background

Population variations in complex phenotypes, including many human diseases, are not caused by single

polymorphisms, but result from variations in multiple genes as well as from environmental factors [1]. The

e↵ect of multiple genetic polymorphisms is typically not additive [2], but can interact in complex ways. An

understanding of this pervasive epistasis will facilitate a better understanding of the molecular mechanisms

underlying phenotypes. The use of genetic interactions has also been proposed to allow more specific drugs

with less side-e↵ects [3].

While, in general, phenotypic variation may be caused by interactions of any number of genes and

environmental factors, important insights may already be gained from understanding pairwise gene-gene

interactions. In many cases, pairwise interactions can provide clues for the placement of gene products in

molecular interaction networks [4]. Furthermore, the quantitative interaction profile of one gene with many

other genes can itself be considered a multivariate phenotype of that gene, and is a powerful indicator of its

molecular function [5–9].

In yeast, deletion-mutant libraries have allowed large-scale automated analysis of double mutants using

methods like SGA [6,10], SLAM [11], dSLAM [12], E-MAPS [13] and GIM [14]. In worms, genetic

interactions have been discovered by visual scoring of RNAi applied to genetic mutants [15] or by pairwise

combinatorial RNAi [16]. In cell lines from higher organisms, including Drosophila and human,

genome-wide RNAi screens have been successful in identifying single-gene e↵ects [17]. Recently, large-scale

combinatorial RNAi experiments have been used to map genetic interactions in Drosophila cells [18]. Many

laboratories are now working on similar combinatorial RNAi experiments, and e↵ective methods for

analysis of the data are needed.

We will now introduce the required concepts. A quantitative phenotype y can be modelled as a function f

of genetic and environmental factors x1, . . . , xn

:

y = f(x1, . . . , xn

). (1)

The phenotype y can, for example, be a measure of the growth cells, but more general situations may be

considered.

Now consider a particular genetic and environmental background x

0
1, . . . , x

0
n

; often, this is called wild-type

under standard laboratory conditions. We denote the resulting phenotype by y

0 and approximate the

2

buffering, sensitization, epistasis, ...

phenotype genotype
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0 that are caused by di↵erences from x

0
1, . . . , x

0
n

by analytic expansion [19]
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)(x
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0
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) + . . . ,

where the coe�cients m
i

represent the e↵ects of single-gene or single-factor perturbations, w
ij

are pairwise

interaction coe�cients and . . . stands for higher order terms. In an additive situation, the higher order

terms as well as the quadratic term involving the pairwise interaction coe�cients w
ij

are negligible, and

the phenotype variations y � y

0 are su�ciently well explained by the linear term, i. e. the first sum on the

right hand side of Equation (2). We say that epistasis is present, or equivalently, that an interaction is

present, if any of the second or higher order terms plays a significant role. There is ample evidence for

epistasis in many phenotypes of interest [2, 20–22].

The choice of scale on which the phenotype y is modelled is important (for example, whether or not

measurements are logarithm-transformed; [23]), and alternative definitions of what should be called an

interaction have been considered [24]. We will return to these questions.

Results and Discussion
Data set

To develop experimental and computational methods, we produced a benchmark data set from cultured

Drosophila melanogaster cells (S2 cells). The phenotypic readout, after five days of co-RNAi incubation of

cells in 384-well plates, was total ATP content, which served as a measure of overall cell viability [25].

All pairwise interactions between 16 di↵erent genes were assayed: 8 genes with a previously characterised

role in cell-cycle regulation and 8 genes selected randomly from the transcriptome by use of a computer

random number generator. The 8 random genes happened to contain a few well-known multifunctional

genes, including the cell cycle regulator Rbf. Gene ontology (GO) annotation terms for the 16 genes are

provided in Additional File 1: Table S1.

The cells were incubated with all 16 ⇤ 15/2 = 120 pairwise combinations of dsRNAs targeting these genes.

The experiment was performed with two biological replicates, using di↵erent passages of the cells; each of

these contained 10 technical replicates. Hence, the data set consists of 20 measurements for each dsRNA

combination and 2,400 measurements in total.

We adapted a criss-cross design [26]. To this end, two di↵erent 384-well stock plates were prepared: one

row plate, where each of the single dsRNAs occupied a full row of wells, and one column plate, where each

3
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interaction coe�cients and . . . stands for higher order terms. In an additive situation, the higher order

terms as well as the quadratic term involving the pairwise interaction coe�cients w
ij

are negligible, and

the phenotype variations y � y

0 are su�ciently well explained by the linear term, i. e. the first sum on the

right hand side of Equation (2). We say that epistasis is present, or equivalently, that an interaction is

present, if any of the second or higher order terms plays a significant role. There is ample evidence for

epistasis in many phenotypes of interest [2, 20–22].

The choice of scale on which the phenotype y is modelled is important (for example, whether or not

measurements are logarithm-transformed; [23]), and alternative definitions of what should be called an

interaction have been considered [24]. We will return to these questions.

Results and Discussion
Data set

To develop experimental and computational methods, we produced a benchmark data set from cultured

Drosophila melanogaster cells (S2 cells). The phenotypic readout, after five days of co-RNAi incubation of

cells in 384-well plates, was total ATP content, which served as a measure of overall cell viability [25].

All pairwise interactions between 16 di↵erent genes were assayed: 8 genes with a previously characterised

role in cell-cycle regulation and 8 genes selected randomly from the transcriptome by use of a computer

random number generator. The 8 random genes happened to contain a few well-known multifunctional

genes, including the cell cycle regulator Rbf. Gene ontology (GO) annotation terms for the 16 genes are

provided in Additional File 1: Table S1.

The cells were incubated with all 16 ⇤ 15/2 = 120 pairwise combinations of dsRNAs targeting these genes.

The experiment was performed with two biological replicates, using di↵erent passages of the cells; each of

these contained 10 technical replicates. Hence, the data set consists of 20 measurements for each dsRNA

combination and 2,400 measurements in total.

We adapted a criss-cross design [26]. To this end, two di↵erent 384-well stock plates were prepared: one

row plate, where each of the single dsRNAs occupied a full row of wells, and one column plate, where each

3

phenotype genotype
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Epistasis as the primary factor in molecular evolution
Michael S. Breen1, Carsten Kemena1, Peter K. Vlasov1, Cedric Notredame1 & Fyodor A. Kondrashov1,2

The main forces directing long-term molecular evolution remain
obscure. A sizable fraction of amino-acid substitutions seem to be
fixed by positive selection1–4, but it is unclear to what degree long-
term protein evolution is constrained by epistasis, that is, instances
when substitutions that are accepted in one genotype are deleterious
in another. Here we obtain a quantitative estimate of the prevalence
of epistasis in long-term protein evolution by relating data on
amino-acid usage in 14 organelle proteins and 2 nuclear-encoded
proteins to their rates of short-term evolution. We studied multiple
alignments of at least 1,000 orthologues for each of these 16 proteins
from species from a diverse phylogenetic background and found
that an average site contained approximately eight different amino
acids. Thus, without epistasis an average site should accept two-
fifths of all possible amino acids, and the average rate of amino-acid
substitutions should therefore be about three-fifths lower than the
rate of neutral evolution. However, we found that the measured rate
of amino-acid substitution in recent evolution is 20 times lower
than the rate of neutral evolution and an order of magnitude lower
than that expected in the absence of epistasis. These data indicate
that epistasis is pervasive throughout protein evolution: about 90
per cent of all amino-acid substitutions have a neutral or beneficial
impact only in the genetic backgrounds in which they occur, and
must therefore be deleterious in a different background of other
species. Our findings show that most amino-acid substitutions have
different fitness effects in different species and that epistasis pro-
vides the primary conceptual framework to describe the tempo and
mode of long-term protein evolution.

The study of the factors determining the tempo and mode of molecu-
lar evolution continues to be at the forefront of evolutionary biology.
Since the inception of the neutral theory5, many studies of the rate of
molecular evolution have focused on the relative role of selection versus
genetic drift in the fixation of amino-acid substitutions6. It now seems
certain that both of these factors, selection and genetic drift, contribute
to a substantial fraction of all amino-acid substitutions in the course of
evolution1–4. However, the neutral-versus-selective debate on the nature
of molecular evolution has primarily focused on the short-term effects
of substitutions that may not provide the framework necessary to
understand the differences between the functional and selective effects
of amino-acid substitutions that accumulate in the course of long-term
evolution.

An amino-acid substitution that is neutral or beneficial in one gen-
etic context may be deleterious in another7–11. Such a situation, when
the fitness effect of one allele state depends on the allele states at other
loci, is called epistasis9,10. Both the neutral and selective theories of
protein evolution provide an accurate framework for understanding
long-term protein evolution only if amino-acid states in different genetic
contexts have the same effect on fitness, that is, if epistasis is rare. In the
absence of epistasis, when the fitness effects of all amino-acid states
are independent of one another, substitutions in different species are
expected to have similar effects on fitness except in cases where these
substitutions enable differences in adaptation to environmental con-
ditions. In that case, if an amino-acid state were found in one species in
a protein sequence that is not directly involved in environmental

adaptation, such as a housekeeping protein, then the same amino-acid
state should be acceptable in an orthologous site in a different species.
However, if epistasis is common then amino-acid substitutions that
were beneficial or neutral in one species should often be deleterious
in another. Therefore, unravelling the extent and basis of epistasis may
be crucial to understanding differences in protein sequences between
species and long-term protein evolution5–15. At present, studies of the
differences in the fitness of substitutions in different genetic contexts
consider specific genes or events11,16–24, and it is unknown what fraction
of amino-acid substitutions that occur in one species would also be
acceptable in another species if they were to occur in orthologous sites
(but see ref. 11). Here we develop an approach to quantifying the
impact of epistasis in protein evolution and show that the fitness effects
of most amino-acid substitutions must depend on the genetic context
in which they occur.

We obtained sequence data for some of the most widely sequenced
genes for organelle and nuclear-encoded proteins. The choice of
genes selected for this study was dictated by four considerations: the
availability of at least 1,000 unique orthologous sequences from dif-
ferent species; a well-defined, conserved housekeeping function; the
absence or a low rate of gene duplication; and conserved sequence with
few insertions and deletions (indels), leading to an unequivocal multiple
alignment of the orthologous sequences. Our final data set included
orthologous sequences from Metazoa, including 13 mitochondrial genes
and 2 nuclear genes, and the large subunit of ribulose 1,5-bisphosphate
carboxylase–oxygenase (Rubisco) encoded by the rbcL gene in chloro-
plast genomes of Viridiplantae. The number of unique sequences from
different species ranged between 949 and 13,912, with proteins encoded
in the organelles having more sequences in the alignment (Table 1). The
sequences were aligned using a version of the T-Coffee algorithm25

adapted to align large data sets of up to 100,000 sequences (Methods).
For each of these alignments, we calculated the amino-acid usage (u),
defined as the number of different amino acids observed per site
(Table 1). We found that the average usage across all genes in our data
set was ,9, meaning that in the course of long-term evolution an average
site accepted approximately half of all possible amino acids. The distri-
bution of u reveals few invariant sites (those where a single amino acid
was observed), indicating that the high usage was not caused by an
average of invariant and extremely variable sites (Supplementary Fig. 1).

Amino-acid usage can be used to predict the expected short-term rates
of protein evolution without epistasis. Without epistasis, an amino-acid
state observed in one species should also be acceptable in the orthologous
site of another species. Therefore, substitutions in a protein sequence
leading to amino-acid states observed in orthologous sites should not
be inhibited by negative selection. For example, if one-half of amino
acids were accepted in a protein sequence in the long term then, in a
non-epistatic model, the same fraction of amino acids should be
acceptable to this protein in the course of short-term evolution. This
prediction can be expressed in terms of the ratio of the per-site rates of
non-synonymous and synonymous evolution6 (dN/dS): if on average
,0.5 of all amino acids were found per site then the expected non-
epistatic dN/dS ratio between two closely related orthologues of this
gene should be ,0.5 (Methods).
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species. Our findings show that most amino-acid substitutions have
different fitness effects in different species and that epistasis pro-
vides the primary conceptual framework to describe the tempo and
mode of long-term protein evolution.
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lar evolution continues to be at the forefront of evolutionary biology.
Since the inception of the neutral theory5, many studies of the rate of
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genetic drift in the fixation of amino-acid substitutions6. It now seems
certain that both of these factors, selection and genetic drift, contribute
to a substantial fraction of all amino-acid substitutions in the course of
evolution1–4. However, the neutral-versus-selective debate on the nature
of molecular evolution has primarily focused on the short-term effects
of substitutions that may not provide the framework necessary to
understand the differences between the functional and selective effects
of amino-acid substitutions that accumulate in the course of long-term
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the fitness effect of one allele state depends on the allele states at other
loci, is called epistasis9,10. Both the neutral and selective theories of
protein evolution provide an accurate framework for understanding
long-term protein evolution only if amino-acid states in different genetic
contexts have the same effect on fitness, that is, if epistasis is rare. In the
absence of epistasis, when the fitness effects of all amino-acid states
are independent of one another, substitutions in different species are
expected to have similar effects on fitness except in cases where these
substitutions enable differences in adaptation to environmental con-
ditions. In that case, if an amino-acid state were found in one species in
a protein sequence that is not directly involved in environmental

adaptation, such as a housekeeping protein, then the same amino-acid
state should be acceptable in an orthologous site in a different species.
However, if epistasis is common then amino-acid substitutions that
were beneficial or neutral in one species should often be deleterious
in another. Therefore, unravelling the extent and basis of epistasis may
be crucial to understanding differences in protein sequences between
species and long-term protein evolution5–15. At present, studies of the
differences in the fitness of substitutions in different genetic contexts
consider specific genes or events11,16–24, and it is unknown what fraction
of amino-acid substitutions that occur in one species would also be
acceptable in another species if they were to occur in orthologous sites
(but see ref. 11). Here we develop an approach to quantifying the
impact of epistasis in protein evolution and show that the fitness effects
of most amino-acid substitutions must depend on the genetic context
in which they occur.

We obtained sequence data for some of the most widely sequenced
genes for organelle and nuclear-encoded proteins. The choice of
genes selected for this study was dictated by four considerations: the
availability of at least 1,000 unique orthologous sequences from dif-
ferent species; a well-defined, conserved housekeeping function; the
absence or a low rate of gene duplication; and conserved sequence with
few insertions and deletions (indels), leading to an unequivocal multiple
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and 2 nuclear genes, and the large subunit of ribulose 1,5-bisphosphate
carboxylase–oxygenase (Rubisco) encoded by the rbcL gene in chloro-
plast genomes of Viridiplantae. The number of unique sequences from
different species ranged between 949 and 13,912, with proteins encoded
in the organelles having more sequences in the alignment (Table 1). The
sequences were aligned using a version of the T-Coffee algorithm25

adapted to align large data sets of up to 100,000 sequences (Methods).
For each of these alignments, we calculated the amino-acid usage (u),
defined as the number of different amino acids observed per site
(Table 1). We found that the average usage across all genes in our data
set was ,9, meaning that in the course of long-term evolution an average
site accepted approximately half of all possible amino acids. The distri-
bution of u reveals few invariant sites (those where a single amino acid
was observed), indicating that the high usage was not caused by an
average of invariant and extremely variable sites (Supplementary Fig. 1).

Amino-acid usage can be used to predict the expected short-term rates
of protein evolution without epistasis. Without epistasis, an amino-acid
state observed in one species should also be acceptable in the orthologous
site of another species. Therefore, substitutions in a protein sequence
leading to amino-acid states observed in orthologous sites should not
be inhibited by negative selection. For example, if one-half of amino
acids were accepted in a protein sequence in the long term then, in a
non-epistatic model, the same fraction of amino acids should be
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Genotype-dependence of drug 
sensitivity in lymphoma and 

leukemia 

Substance Target
ABT-263 (Navitoclax) Bcl-2
PCI-32765 Btk
CAL-101 PI3Kδ
SNS-032 CDK 2,7,9
Olaparib (AZD2281) PARP
Fludarabine purine analogue
Vorinostat HDAC  I, IIa, IIb, IV
Bortezomib (PS-341) Proteasome
MS-275 (Entinostat) HDAC I, III
Nutlin-3 MDM2
Enzastaurin PKC

AZD6244 (Selumetinib) MEK1/2
BIBW2992 (Afatinib) EGFR/ERBB2
Deforolimus mTOR
MK-1775 WEE1
GDC-0449 
(Vismodegib)

HH
AT13387 Hsp90
RO4929097 gamma-secretase
XAV-939 Wnt
AZD7762 CHK1/2
ON-01910 PLK
SP600125 JNK
LY2228820 p38 MAPK

etc.

Measurement	
  of	
  
ATP-­‐levels

Automated	
  
seeding	
  of	
  cells

Small	
  molecule	
  library

Thorsten Zenz, 
Leo Sellner, NCT



Drug screens in pan-cancer cell line panels
Garnett 2012: Systematic identification of genomic markers of drug sensitivity in cancer cells. 
Nature.
Barretina 2012: The Cancer Cell Line Encyclopedia enables predictive modelling of anticancer 
drug sensitivity. Nature.
Basu 2013: An Interactive Resource to Identify Cancer Genetic and Lineage Dependencies 
Targeted by Small Molecules. Cell.

Fig. 1c and Supplementary Fig. 5)1, several of which are approved for
CML treatment. Similarly, BRAF mutation was associated with
sensitivity to BRAF and inhibitors of MEK1 and MEK2 (for example,
P 5 1.25 3 10224 for PLX4720; Figs 1c and 2a–c)3, including a
structural analogue of vemurafenib, which in clinical trials has
extended the survival of BRAF-mutation-positive melanoma patients.
Additionally, ERBB2 (also known as HER2) amplification was asso-
ciated with sensitivity to EGFR-family inhibitors including lapatinib
(P , 1 3 1027; Fig. 2d)11, which is licensed for the treatment of HER2-
positive breast cancer. We were also able to detect known associations
between EGFR, FLT3 and PIK3CA mutations and drugs that target the
products of these genes (Supplementary Data 5)12,13. A number of
associations were driven by marked responses in small subsets of
outlier cell lines. For example, two FGFR2-mutated cell lines were
exquisitely sensitive to the FGFR inhibitor PD-173074 (Fig. 2e;
P , 1 3 1025)14,15, confirming the need for large panels of cell lines
to capture low-frequency drug-sensitizing genotypes.

We also found associations between the presence of inactivating
mutations in tumour suppressor genes and several drugs, which in
some instances provide insight into the interplay between tumour
suppressors and the cellular machinery in mediating drug sensitivity.

For example, mutation of TP53, an important regulator of apoptosis
and cell cycle arrest in response to cellular stress, confers resistance to
nutlin-3a (P , 1 3 10236), an inhibitor of the MDM2 E3 ligase that
negatively regulates p53 protein levels (Fig. 2f)16. Similarly, mutational
inactivation of RB1, a key repressor of cell cycle progression in normal
cells, confers resistance to PD-0332991 (P , 1 3 10210), an inhibitor
of the upstream cyclin-dependent kinases (CDKs) 4 and 6, which drive
cell cycle progression by inhibiting pRb through phosphorylation
(Fig. 2g)17. Conversely, mutational inactivation of CDKN2A, encoding
the CDK inhibitory protein p16, was associated with sensitivity to PD-
0332991 (P , 1 3 10211; Supplementary Data 5)17, presumably
because CDKN2A-mutated cells have an enhanced requirement for
signalling through the CDK4/6–pRb signalling pathway.

In other instances genomic associations appear related to enrich-
ment of mutations in a particular tissue type. The association of the
BRAF and NRAS mutations with sensitivity to obatoclax mesylate, a
pro-apoptotic drug that targets BCL2 family anti-apoptotic proteins
(BCL2, BCL-XL (also known as BCL2L1) and MCL1), probably
results from the enrichment of these mutations in melanoma, as drug
sensitivity among melanoma cell lines was not correlated with the
presence or absence of these mutations (Supplementary Fig. 6). The
tissue-specific effect of obatoclax may be related to inhibition of the
melanoma survival mediator MCL1 (ref. 18), because sensitivity of
melanoma lines to ABT-263, another BCL2 inhibitor that does not
target MCL1, was not correlated with BRAF or NRAS mutation.
Moreover, an ABT-263-insensitive melanoma cell line can be sensitized
to this drug by short interfering (si)RNA-mediated depletion of MCL1
(Supplementary Fig. 7).

The genomic associations identified for 13 clinically approved
cytotoxic chemotherapeutics in our panel were generally less signifi-
cant than for targeted drugs, indicating that single gene biomarkers
may be less informative for this class of drugs with broad action across
many cancers (Supplementary Figs 8 and 9). Intriguingly, we did not
find general associations between targeted or cytotoxic drug-sensitivity
patterns and mutations in TP53. It may be that functional inactivation
of p53, through mutations or abrogation of signalling pathways that
regulate its activity, is an almost universal feature of cancer cell lines
and thus differential drug sensitivity between mutant and non-mutant
cell lines is not observed19.

Several other novel gene–drug associations were identified that
cannot be readily explained on the basis of our current knowledge of
signalling pathways and may reflect unappreciated biological relation-
ships. Mutation of NOTCH1 was associated with sensitivity to ABT-
263 (P , 1 3 1029; Fig. 2h and Supplementary Fig. 10), perhaps due to
decreased expression of BCL2 family members in NOTCH1-mutant
cell lines (Supplementary Fig. 11). Amplification of CCND1 (cyclin
D1) or loss of SMAD4 were associated with sensitivity to multiple
EGFR-family inhibitors including lapatinib and BIBW2992; and for
SMAD4 this correlated with elevated EGFR gene expression (Fig. 2i
and Supplementary Fig. 12). Inactivation of STK11 (also known as
LKB1; P , 0.01), thought to relieve repression of mTOR, was asso-
ciated with sensitivity to the HSP90 inhibitor 17-AAG. Additionally,
loss of FBXW7 was associated with sensitivity to the histone deacetylase
(HDAC) inhibitor MS-275 (P , 1 3 1025; Fig. 2j), and TET2 loss was
associated with sensitivity to the WEE1 and CHK1 (also known as
CHEK1) inhibitor 681640 (P , 1 3 1024; Fig. 2k). These associations,
and others presented here (Supplementary Data 5), represent candidate
biomarkers of drug sensitivity and may ultimately be useful for the
deployment of targeted therapies in cancer.

Complex genomic correlates of drug sensitivity
In most instances sensitivity of cancer cells to drugs is likely to depend
on a multiplicity of genomic and epigenomic variables. Indeed, single
gene–drug associations were only rarely able to explain the range of
drug sensitivities observed across cell lines for any given drug (Fig. 2).
We thus applied elastic net regression20, a penalized linear modelling
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Figure 2 | Biomarkers of drug sensitivity and resistance. a, Gene-specific
volcano plot of drug sensitivity associated with BRAF mutations in cancer cell
lines (range 22–54). b–k, Scatter plots of cell line IC50 (mM) values from selected
drug–gene associations. IC50 values are on a log scale comparing mutated (gene
symbol given) or non-mutated (wild type (WT)) cell lines. Each circle represents
the IC50 of one cell line and the red bar is the geometric mean. The drug name is
indicated above each plot and therapeutic drug target(s) are bracketed.
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demonstrates that although the genomic landscape of HeLa is strik-
ingly different from that of a normal human cell, the population-
specific SNV patterns are still detectable.

Large SVs (.50 bp): SV calls were made with the methods DELLY
(Rausch et al. 2012a) (for deletions, inversions, tandem duplications,
and translocations) and PINDEL (Ye et al. 2009) (for inversions and

Figure 2 SVs, CN, zygosity and allele frequency along chromosomes 3 and 11. Arcs in the top panels labeled “Events” represent the predicted
connections between fragments derived from SV calls based on read pair orientation and spacing. Different read pair signatures indicate the
following event types: deletions, tandem duplications, inversions, and interchromosomal translocations. The center panel (“Copy Number”)
represents the CN estimates in 10-kb bins (gray) overlaid with their segmentation (black). The associated CN is shown on the y-axis. The zygosity
track shows the proportion of homozygous SNV calls in 10-kb bins; darker purple regions contain more homozygous calls (up to 100%) and
indicate potential LOH. The bottom panel shows the allele frequency distribution as a heatmap in 10-kb bins on the chromosome axis and 5% bins
on the allele frequency axis; darker blue indicates more SNVs with the given allele frequency in the corresponding 10 kb region. The color scale is
according to the log of proportion of SNVs falling into the allele frequency bin (e.g., 10–15%, i.e., the row) in the 10 kb region (i.e., the column).
The chromosomal subregion 11q13, which is known to contain tumor-suppressor genes, is delineated with black bars.

Volume 3 April 2013 | HeLa Genome and Transcriptome | 7
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Data Results

DAY 2 - Fludarabine, Nutlin-3



Data Results

DAY 2 - Everolimus (RAD001), Deferolimus



Clustering of patients and drugs 
according to drug response

Red: more sensitivity

Blue: less sensitivity
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CLL – EMBL screen,  RUN I



CLL – EMBL screen,  RUN II



Summary
• Many opportunities for machine learners to make a real 
impact in biology, ‘precision’ medicine



• 3rd generation sequencing
• single cell everything
• super-resolution microscopy 
for proteomics
• HT TALEN, CRISPR
• 7 Billion humans to be 
genotyped, phenotyped (Google-

glasses, watches), longitudinal omics
• “Big data”
• Multivariate statistical 
modelling has only just begun

The future is bright



The Bioconductor Project

Wolfgang Huber

EMBL



International open source and open development software project for 
the analysis of genomic data 

Objectives:
• Reduce barriers to entry into this interdisciplinary area
• Statistical methods for the analysis of genomic data
• Integrate meta-/other data in the analysis of experimental data
• Publication-quality graphics
• Facilitate reproducible research
• Training 

Software: accessible, extensible, interoperable, transparent, well-
documented

Approach: rapid development, code re-use, self-documenting datasets

The world’s largest bioinformatics project.



Collaborative software development

- open source
- open development
- interoperability
- code re-use



Code re-use

Writing good software is hard. Existing, well-
used and maintained software contains fewer 
bugs.

Avoid re-implementation, rather produce 
interfaces

Developers can focus on new things



Software is dynamic and needs continuous 
maintenance and (re-)publication

Application domains changes (µarrays ... 
NGS ... 3GS)

Software technologies change 



Contributed Packages
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Site visits - per day

2013

2012
June 8 June 15 June 22 June 29

31% growth in the year 
up to 6/2013



Site visits, trailing 12 months

London
Seattle

New York
Cambridge, UK

Boston
Beijing

Shanghai
Heidelberg

Baltimore
Barcelona

Toronto
Cambridge

Houston
Paris

Berlin
San Diego

Seoul
Los Angeles

Melbourne
Singapore
Bethesda

Milan
Bangalore

San Francisco
Philadelphia

5000 10000 15000 20000

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● 20 July 2012
20 July 2013

●

●

Site visits - by geographic location

...2013

...2012

Heidelberg
Shanghai
Beijing
Boston
Cambridge UK
New York
Seattle
London UK



A brief  historical context

1970s John Chambers & colleagues develop the S language at Bell 

Labs  - a language for computing with data & visualisation

FSF, GNU, Linux

1991 R. Ihaka and R. Gentleman, two professors at Uni Auckland, 

build an S interpreter on top of  a Scheme interpreter (a Lisp dialect)

1990s: R project gathers a network of  collaborators around the 

world, incl. package system, build server, rigorous ‘R CMD check’

1998 Coming out of  the microarray technology (AML/ALL, cell cycle)

2001 Bioconductor project founded at Harvard, RG, VJC, soon R. 

Irizarry, S. Dudoit (Berkeley), W Huber (Heidelberg)

2002 Sweave, package vignettes

2004 “the book” (published early 2005)

2006... transformation to NGS



Language selection
R - high-level interpreted language, easy & quick prototyping 
Packaging protocol
Statistical methods - tests, regression, ML
Visualisation
Parallel computing
Large user community (>> bioinformatics)

R: programming with data
(cf. Niklaus Wirth: algorithms and data structures = 
language)



SweaveCombined text and code markup 
(here: LaTeX & R) 

processed docu-
ment (here: PDF)

ddsLocal <- estimateDispersions(dds, fitType="local")

plotDispEsts(ddsLocal)

Figure 11: A dispersion estimate plot using a local regression fit is similar to that of
Figure 10.

E.2 Mean dispersion

While RNA-Seq data tend to demonstrate a dispersion-mean dependence, this assump-
tion is not appropriate for all assays. An alternative is to use the mean of all gene-wise
dispersion estimates to benefit from information sharing across genes (Figure 12).

ddsMean <- estimateDispersions(dds, fitType="mean")

plotDispEsts(ddsMean)

E.3 Supply a custom dispersion fit

Any fitted values can be provided during dispersion estimation, using the lower-level
functions described in the manual page for estimateDispersionsGeneEst. In the first
line of the code below, the function estimateDispersionsGeneEst stores the gene-wise
estimates in the metadata column dispGeneEst. In the last line, the function esti-

mateDispersionsMAP, uses this column and the column dispFit to generate maximum
a posteriori (MAP) estimates of dispersion. The modeling assumption is that the true
dispersions are distributed according to a log-normal prior around the fitted values in the
column fitDisp. The width of this prior is calculated from the data.



Good scientific software is like a 
good scientific publication

• Reproducible

• Peer-reviewed

• Easy to access by other researchers & society

• Builds on the work of others

• Others will build their work on top of it



Simon Anders 
Joseph Barry
Bernd Fischer
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Bernd Klaus
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Michael Love
Malgorzata Oles
Aleksandra Pekowska	
Paul-Theodor Pyl
Alejandro Reyes
Jan Swedlow
Collaborators

Michael Boutros (DKFZ)
Thorsten Zenz (NCT)
Christof von Kalle (NCT)
Hanno Glimm (NCT)
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Robert Gentleman (Genentech)
Martin Morgan (FHCRC)
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Quality criterium: 
Correlation of interaction profiles between replicates

and number missing values
162 features passed QC

Quality control of features
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cell number
mitotic index

cell area
number of mitotic objects

area of nuclei
area of mitotic nuclei
area of nuclei, bin 9
area of nuclei, bin 1
area of nuclei, bin 3
pH3 intensity, bin 4

nuclei intensity, bin 4
nuclei intensity, bin 9

eccentricity (nonmitotic cells)
area of nuclei, 75−percentile

area of nuclei, bin 6
major axis

pH3 Intensity, bin 3
tubulin intensity, stddev

local cell density 2
area of nuclei, 10−percentile

nuclei intensity, bin 7
area of mitotic nuclei, stddev

minimum radius
nuclei intensity, 97−percentile
area of nuclei, 90−percentile

area of nuclei, bin 11
pH3 intensity, bin 5

number of mitotic nuclei
nuclei intensity, 3−percentile
area of nuclei, 3−percentile
eccentricity (mitotic nuclei)

tubulin intensity, 1−percentile
area of nuclei, bin 2

pH3 intensity, stddev
area of nuclei, 25−percentile

area of nuclei, stddev
area of nuclei, bin 4

local cell density 3
pH3 intensity, bin 2

pH3 intensity, 3−percentile
nuclei intensity, stddev

nuclei intensity, bin 2
perimeter

local cell density 1
area of nuclei, bin 8

area of nuclei, 97−percentile
area of nuclei, median

eccentricity (nonmitotic nuclei)
tubulin intensity

pH3 intensity, bin 6

correlation
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Selection procedure:

For each feature, 
determine component not 
yet spanned by 
previously selected 
features

Select the feature with 
highest S/N

Stop criterion

21 non-redundant features
ratio positive cor.
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possible off-target effects 
2 independent dsRNA designs per gene

quality criterion:
cor. of multi-phenotype interaction profile between designs

1293 genes passed QC

Quality control of dsRNA designs
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Independent RNAi constructs


